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Abstruct 
In this article the strategy of interdisciplinary convergence of mechanics and artifi-

cial intelligence is illustrated. The article presents the results of calculating displace-
ments in self-stressed monolithic slabs on ground obtained using a trained fully con-
nected neural network. The empirical results of displacements in slabs on ground, dis-
placements calculated according to the physicomechanical model, and obtained using 
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a neural network are represented. The inspiration brought us to study neural networks 
modeling biological neural networks are follow: neural networks can autonomously 
detect patterns hidden in phenomena and can identify parameters on complex behav-
ioral tracks of different physical systems. The authors describe in detail the developed 
and trained fully connected neural network. 

  
Key Words: Artificial Neural Networks, Deep Learning Algorithm, Neurons, 

Slabs on ground. Self-Stressed Concrete. 
 
 
МОДЕЛИРОВАНИЕ ПЕРЕМЕЩЕНИЙ В САМОНАПРЯЖЁННЫХ  

МОНОЛИТНЫХ ПЛИТАХ НА ОСНОВАНИИ ПРИ ПОМОЩИ  
ПОЛНОСВЯЗНОЙ НЕЙРОННОЙ СЕТИ 

 
Желткович А. Е., Молош В. В., Пархоц K. Г., Савейко Н. Г., Юань Цзиньбинь,  

Чжэньхао Цзян, Чжэн Хаоюань 
 
Реферат 
В статье проиллюстрирована стратегия междисциплинарной конвергенции 

механики и искусственного интеллекта. Представлены результаты расчёта пере-
мещений в самонапряжённых монолитных плитах на основании полученные  
с использованием обученной полносвязной нейронной сети. В данной статье 
представлены эмпирические результаты перемещений в плитах, перемещения, 
рассчитанные по физико-механической модели и полученные с использованием 
нейронной сети. Интерес, проявленный к нейронным сетям, моделирующим био-
логические нейронные сети, вызван тем, что, нейросеть может автономно обна-
руживать закономерности, скрытые в феноменах, нейронные сети могут иденти-
фицировать параметры на сложных поведенческих треках физических систем. 
Авторы подробно описывают разработанную и обученную полносвяз-ную 
нейронную сеть. 

 
Ключевые слова: искусственные нейронные сети, алгоритм глубокого обу-

чения, нейроны, плиты на основании, самонапряженный бетон. 
 
Existed methods of calculation of deformations in slabs on ground 
The areas of application of self-stressed reinforced concrete are constantly expand-

ing. It is especially effective to use such concretes in structures and structures that have 
high requirements for cracking resistance, water penetration resistance and durability. 
Stressed concrete is used quite successfully in aerodrome and road construction [1].  
V. Mikhailov [2] shows that to increase the length of the continuous section of the slab, 
it is necessary to use stressed concrete on cement with a self-stress grade of at least  
3.0 N/mm2. 

Another of the most interesting areas of application of concretes with an adjustable 
level of self-expansion (for a shrinkage compensation) is the covering of floors of in-
dustrial buildings, in particular, floors of meat and dairy industry enterprises. There are 
a number of industries where it is particularly preferred to use self-stress concrete as 
the surface layer. 
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For example, during operation, concrete and reinforced concrete structures of such 
buildings are exposed to industrial aggressive media in the form of fatty acids, aqueous 
solutions of various salts, as well as temperature and humidity factors that cause intense 
corrosion of materials. Increased durability of such structures is achieved due to in-
creased density of concretes, their strength, freeze-thaw resistance, impermeability and 
corrosion resistance. The listed effects are provided both due to the dense structure and 
the peculiarities of the chemical and mineralogical composition of the hardened cement 
paste of the expensive cement. 

Together, as noted in [3, 4], it is necessary to clarify the nature of the distribution 
of bounded forced deformations and stresses along the length of the slab when the slab 
interacts with the base. At the same time, in [3, 4] it should be noted that none of the 
above studies, when determining the self-stress stain (SSS) of slabs, paid due attention 
to the consideration of the factor of interaction of the slab with the base (taking into 
account the restricting effect of the base when expanding concrete). 

For example, in the work of prof. Mikhailov [2] value of SSS in characteristic sec-
tions along the length of the slab is proposed to be determined depending on the calcu-
lated value of coupling (bounded) deformation  txCE , : 

     
   

 

25.0
25.1

, ,
1085.0, 










tx
ftx

CE
dCECE




   (1) 
where: dCEf ,  – grade of self-stress cement by energy activity, (kg/cm2). 
In models, where, one way or another, the interaction of the slab with the base was 

taken into account [5, 6], were revealed some shortcomings. The main of which was 
the fact of applying an analogy of temperature impact.   

In the work [3], a physical-mechanical model of the SSS of the slab on ground was 
presented and the results of numerous laboratory and field tests of the slabs were given. 
Existing methods for calculating from expansion forced deformations, including those 
developed by one of the authors of the article within the framework of the Ph.D. dis-
sertation, for certain time intervals, do not always assess the deformed state of the slabs 
with high accuracy. In [3], the displacements in slabs were determined based on the 
equilibrium equation recorded for the infinitesimal part of slab. A general differential 
equation describing the displacements of the slab has a view: 
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Solution of equation (2) with respect to displacements u, under the following initial 

conditions: 2/Lx  ; 0u ; 0x , is presented as: 
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  (3) 
where: u – absolute displacement in the slab;  00 ,tt  – deformation of free expan-

sion of concrete; tC ,  – elastic deformation of concrete; tCE ,  – modulus of elasticity of 
concrete, 0C  – internal axial stress; tCC E ,0 /  – elastic component of relative defor-
mations of concrete;   – coefficient depending on the characteristics of the contact of 
the slab with the base, the modulus of elasticity, the geometry of the plate. 
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At the same time, as practice has shown, the physical mechanical model, although 
it approached significantly to empirical data, but starting from certain time intervals 
(after 72 hours of hardening), demonstrates slightly overestimated results. In order to 
clarify the characteristics of SSS, we developed and trained (on the available experi-
mental data) an artificial neural network (ANN) of a fully connected architecture with 
four incoming neurons, five hidden layers and eight neurons of the output layer. Each 
of the eight output layer neurons learned to "see" the displacements of slab at a specific 
coordinate. The illustration of fully connected layers applied in our research is shown 
in Fig. 1. On a Fig. 2 is represented program code has been written on Python. As an 
activation function of neurons, the «Relu» function inserted into the Python software 
language profile was used. 

 

 
 

Fig. 1. The illustration of ANN with fully connected layers 
 

 
 

Fig. 2. Realization on Python of fully-connected ANN with five hidden layers  
having eight neurons in each layer 

 
Research Status of ANN for Parameter Recognition 
Things in reality are extremely complex, and it is difficult for people to go deep 

into things to see the essence, and it is difficult to know which features are important. 
The inspiration brought to us by studying biological neural networks is that machines 
can autonomously discover the laws hidden in knowledge, rather than simply instilling 
knowledge into computers, and this ANN can identify parameters at complex behav-
ioral interfaces. 

Approach which employs computational models that mimic the architectural, struc-
tural, or functional aspects of biological neural networks, such as the human brain are 
known from the middle of the XX century.  
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Presently some scholars are proposing ANN to be widely used with deep learning 
model as an important part of the efficient target detection algorithm. ANN plays role 
of a feature extractor in the target detection algorithm. This scheme allows to comput-
ers autonomously capture experience from massive amounts of knowledge.  

Mechanism of artificial neural network 
Neuron is the basic element of ANN which usually includes two parameters. In 

ANN, there are several layers and each layer contains several neurons [7]. Each neuron 
can be considered as an operator which can change input data. The equation from input 
to output in a fully connected layer is expressed as follows: 

Y = X*W+B   (4) 
Where: X and Y are input and an output vector respectively, W is a weight matrix 

and B is a bias.  
Although the computation is simple in neurons, many superimposed neurons have 

infinite possibility. 
Full connection of neurons 
In a brain, neutrons link with each other which are convenient for information trans-

mission. In a neural network, full connection layer also means many links. In the fully 
connected layer, each neuron relates to all neurons in former layer and next layer [8]. 
It means that each neuron in fully connected layer can capture the global information 
of data. ANN can extract the underlying reflection from input to output with just addi-
tion and multiplication operation. So, a well-trained network can respond quickly with-
out mechanical computation. Because the number of parameters of ANN is large, an 
efficient large-scale matrix solve method is needed. Gradient decent makes it possible 
to train a network easily. Besides, back propagation method is used to update the pa-
rameters [9]. To evaluate the parameters, loss function is introduced. Loss function  
is proposed to evaluate the gap between the true label (target) and the prediction given 
by neural network. Thus, the process of training neural network becomes an optimiza-
tion problem which aim is to minimize the loss. After training network, a suitable eval-
uation metric is also important that can provide an objective comment.  

Loss function 
Loss function is designed to indicate the optimization direction of ANN.  
In a regression task, the target is continuous which means that the value of label 

can sampled from a given interval. Traditionally, relative error is a suitable metric to 
evaluate the gap between true value and output of model. However, the training stage 
of ANN employs a concept of “batch”. Dataset is split into several batches to input the 
model and the optimization direction relies on the global information of one batch of 
data. Mean square error (MSE) is proposed to evaluate the batch error in regression 
task [10]. MSE can be formulated as following equation:       

2
i i

1 * x -y
n

L    (5) 
Where: n is the number of samples, x and y are prediction and target (actual data) 

respectively. 
Luckily, relative error plays an important role in validation and test stage of ANN. 

Here will be used relative error to evaluate the trained model since it can intuitively 
reflect accuracy of the prediction result for single given sample. 

Parameter optimization 
Goal of parameter optimization is to find a minimum on hyper-surface of values of 

weights W which results in minimum values of loss function L. On each iteration algo-
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rithm updates weights W of parameters in neurons. To find the correct updating differ-
ence we need to calculate anti-gradient. Gradient points to the direction of the fastest 
function increase then to find minimum we need to take negative gradient – anigradient. 

After calculating the loss the gradient information is transmitted from output layer 
to previous ones, layer by layer back to input layer, updating all layers, which is called 
back propagation BP [11]. The equation of iteration of parameter update is formulated 
as follows: 

i+1 i
i

w =w - *
w
L




   (6) 
Where: w is weight parameter,  is learning rate and L is loss. 
With the help of gradient information, model can search relatively optimal param-

eters towards correct direction. 
Regularization 
For ANN, the training process can be considered as an optimization problem whose 

objective is to minimize the loss. However, training ANN does not pursue zero loss or 
global optimal solution (minimum). Because the search space is established on the 
training set (the sub-dataset used to train ANN) instead of validation (test) set. Because 
of the distribution of dataset, the best parameters for ANN on training set are always 
not the best on test set. Sometimes when ANN achieves an extremely outstanding per-
formance on training set, it may have poor results on the test set. Model would pay 
more attention to some noisy samples that makes its structure complex. This process is 
called over-fitting or over-teaching [12] as shown on Fig. 3.  

 

 
 

Fig. 3. Two fitting curves 
 
So, it is necessary to avoid over-fitting. One of the most popular methods is regu-

larization. The core idea of regularization is to restrict the complexity of model through 
controlling parameter to avoid fitting some special samples. Here we employ early stop 
strategy to prevent tuning to the training set too much.  

Normalization  
To help model in fitting the data we can implement different methods of data pre-

processing. Standard score is one of them. Standard score sets mean of the set to zero 
and scale values based on standard deviation. Standardization of a dataset is a common 
requirement for many machine learning estimators: they might behave badly if the in-
dividual features do not look like standard normally distributed data. The normalization 
for x can be expressed as following equation. 

   / xxnorm   (7) 
Where: µ and   are mean and standard deviation respectively. 
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Dataset generation 
 

 
 

Fig. 4. – Determination of forced displacements in slabs on ground 
 
On the basis of experimental data obtained during laboratory experiments, we gen-

erated a data matrix for 437 different time intervals. To form a matrix for the input and 
output layers of ANN, we have had the opportunity to use the following data obtained 
during physical experiments: average concrete compression strength – 

m
cubecf , ; Peak 

stress at the contact surface between the slab and the base –  tR,1 ; Displacement corre-
sponding to contact peak stress –  tRu ,1  [3, 4]. Deformation of free expansion of con-
crete – 0 ; Self-stressing of concrete (equivalent to reinforcement bond in 1%) – CE . 
A special .csv file was created for the data, as shown in Figure 4. In the second part of 
the matrix of the inputting ANN layer, data of absolute displacements of slabs obtained 
for nine points (coordinates) were placed. The displacements were determined by in-
dicators set in 0.25 m increments along each of slabs [3]. In the program code, the 
number of input neurons was also limited to four, despite the fact that eight input pa-
rameters were originally provided in Figure 5. 

 

 
 

Fig. 5. Data matrix [437 x 17] for input and output layers of ANN 
 
Training artificial neural network  
After preparation of the dataset, the next step is training of the artificial neural net-

work. The whole step of training is implemented in Python (software) with Tensorflow 
library. Number of Epochs are set to 700, and 8% of the dataset has been used for 
validation of the results of the model, as shown in fig. 6. 

 
 

 
 

Figure 6. Final steps of training ANN 
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When it comes to early stop strategy, training would finish early when MSE loss is 
lower than 0.01. Because network we used is light-weight, it needs little time to train. 
A loss curve is shown in Fig. 7. The lateral axis is iteration times and the vertical axis 
is the value of MSE loss. 

 

 
 

Fig. 7. Convergence and Loss Function 
 
As shown in Figure 6, as the number of epochs increases, the MSE decreases con-

tinuously and finally converges.  
During the training of the neural network, it turned out that the unchanged param-

eters (length and height of the slab), as well as the time parameter, and the free defor-
mation of the expansion of concrete are often excessive and impair (worsen) the pre-
diction accuracy (additional noise is created), so at this stage they were excluded.  

Results and Evaluation 
In the course of work on the program, a separate .csv file was formed with a test sample 

consisting of four samples taken for four time intervals. The test sample (matrix of input 
and output parameters) was determined for those time slices that were directly recorded 
in the independent laboratory experiment. The results are presented in Figure 8. 

 
 

 
 

Figure 8. Formed .csv file from a test sample 
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The diagrams below (fig. 9) show the results of ANN calculations of deformations 
in specific coordinates of slabs for time points corresponding to: 24. 47. 72 and  
81 hours (displacement results are given in mm.) respectively. 

 

  

  
 

Fig. 9. Diagrams of displacements 
 
To assess the reliability of the calculated models, the analysis of the ratios of the 

calculated with respect to (w.r.t) experimental values of slabs deformations, the corre-
lation coefficient rik of the calculated and experimental values of deformations, as well 
as determined according to the procedure described in Appendix D to Technical Code 
of Common Practice EN 1990 [13], the correction coefficient b for the average value 
of the ratios ucalc / uexp and the coefficient of variation of u  for the error vector   
(Fig. 10-11, Table 1) were used. 

 

 
 

Fig. 10. Diagrams of variation of u  for the error vectors   to 72 hours’ time point 



27 

 
 

Fig. 11. Diagrams of variation of u  for the error vectors  to 81 hours’ time point 
 
Table 1 - Statistical parameters of estimation of reliability of models 

Results Min Mean Max Cu, % b u, % rik 
24 hour 

Physico-mech. 
Model 0.989 2.362 8 1.02 0.909 0.126 0.988 

Neuronetwork 0.667 5.467 16.75 1.089 1.182 0.228 0.957 
47 hour 

Physico-mech. 
Model 1.069 1.336 2.404 0.335 0.865 0.177 0.992 

Neuronetwork 1.03 1.244 1.808 0.204 0.868 0.119 0.988 
72 hour 

Physico-mech. 
Model 1.2 1.535 2.6 0.298 0.754 0.043 0.991 

Neuronetwork 0.752 0.931 1.382 0.213 1.174 0.032 0.989 
81 hour 

Physico-mech. 
Model 1.253 1.656 2.823 0.308 0.713 0.174 0.986 

Neuro-network 0.751 0.965 1.395 0.216 1.156 0.133 0.981 
Min, mean, max - minimum, average and maximum values of ucalc / uexp  ratios, respectively;  
Cu - coefficient of variation of ucalc / uexp ratios; b - correction factor for average value of relations 
ucalc / uexp; u  − coefficient of variation for the error vector  of  ucalc / uexp ratios; rik − correlation 
coefficient of experimental uexp and calculated ucalc deformation values. 

 
Conclusions 
1. In paper has been verified the feasibility of using trained ANN to identify phys-

ical parameters. It is not difficult to notice a significant improvement in the predictive 
power of the neural network w.r.t the physicomechanical model over time. Cu - coeffi-
cient of variation or ucalc / uexp ratio for the moment of time - 81 hours, obtained by the 
neural network decreased by 30% w.r.t. the physicomechanical model. Coefficient  
of variation of the error vector decreased too (on 24%). 

2. To improvement the proper design of slabs on ground, AI aided method is uni-
versal and promising. In addition, this makes it possible to promote prognostic methods 
of description of stress-strain state condition in such slabs. ANN with deep learning 
algorithm proved that it can be implemented in other engineering problems. If the data 
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richness of the training set continues to increase, the prediction accuracy of this neural 
network will be further improved.  

3. In next steps, the predicting the SSS of monolithic slabs on ground, with using 
of genetic algorithms of various complexity and neural networks of different architec-
tures will be worked out. 
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